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UNIT I - PROBABILITY AND RANDOM V
PART - A

1. Define random variable.
2. XandY are independent random variables with variances2 and 3. iance of 3X +4Y.
3. Let X be a R.V with E[X]=1 and E[X(X-1)]=4 . Find v d Var(2-3X).
4. The number hardware failures of a computer system in{a w operations as the following pmf:
Number of failures: 0 1 2
Probability :0.18 0.28 0.25 : : 0.01

Find the mean of the number of fali

5. A continuous random variable X
Find K such that P(X > K)= 0.

nsity function given by f(x)=3x*,0<x<1.

6. A random variable X has

f(x) :{ng_ ’X0> 0. Find the value of C and c.d.f

of a random variable X is F(x)= [1— a1+ x)e‘x],x >0. Find the

0,x<2
8. llows a density function? f(x) = %(3+ 2x),2<x<4
0,x>4
9. V With p.d.f given by (x) = {ZX’O <*<1 ind the pdf of Y =(3X +1).
0, otherwise
0,x<0
10. Find the cdf of a RV is given by F(x) = %,0 <x <4 and find P(X>1/X<3).
14<x

11. A continuous random variable X that can assume any value between x =2 and x =5 has a density
function given by f(x) = K(1 + x). Find P[X<4].

12. The first four moments of a distribution about x = 4 are 1, 4, 10 and 45 respectively. Show that the
mean is 5, variance is 3, u, =0and p, = 26.

13. Define moment generating function.
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14.Write down the properties of moment generating function.

15. Find the moment generating function for the distribution where f(x)={ =,x=2
0, otherwise

16. For a binomial distribution mean is 6 and S.D is /2 . Find the first two terms of the djsitibution.

17.Find the moment generating function of binomial distribution.

18. The mean of a binomial distribution is 20 and standard deviation is 4. Find the s of the
distribution

19.If X is a Poisson variate such that P(X=2) = 9P(X=4) +90P(X=6),find the

20. Write the MGF of geometric distribution.

21.0ne percent of jobs arriving at a computer system need to wait unti
owing to core-size limitations. Find the probability that among a s ere are no
job that have to wait until weekends.

22.Show that for the uniform distribution f(x) = 2—161,—a < x < athe mo

. . . Sinh at
origin is .

23. If X is a Gaussian random variable with mean
function of Y =|X|.

24. A random variable X has p.d.f f(x)= “Bi density function of %

distributed between 3 and 15.Find mean and variance.

3
usrandom vagiable X has a p.d.f given by f(x) = {Z (02" —x),0<x<2 Findp(x > 1)

,otherwise

1
33.Find the mean and variance of the discrete random variable X with the p.m.f p(x) = g *=0
5 , X = 2
0 ,x<1
34. A random variable X has c.d.f F(x) = {%(x— 1),1<x<3 . Findthe p.d.f of X and
0 ,x>3

the expected value of X.
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PART — B

FIRST HALF (All are 8- marks)

(A) DISCRETE DISTRIBUTION:-
I- Binomial distribution

1. The moment generating function of a binomial distribution and fi
nc,p*q" *,x=0,1,2,3 .....

variance (i.e) p(x) ={ 0 otherwise

The probability of a bomb hitting a target is % Two bomb

(iv) between 1 & 3 defective

4. the probability of a man hittj
probability of his hitting
that the probability i

more than 3 defe :
6. Five faig coins areflipped. If the outcomes are assumed independent find the probability

umber of heads obtained.

- i distribution

1. The moment generating function of a Poisson distribution and find mean and
e—llx

variance (i.e) P(x) = {T X=0,1,23, .00

0 ,otherwise

2. Derive the Poisson distribution as a limiting case of binomial distribution.
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3. If 3% of the electric bulbs manufactured by a company are defective, find the
probability that in a sample of 100 bulbs exactly 5 bulbs are defective.

4. The no.of monthly breakdown of a computer is a random variable having a Poisson
distribution with mean equal to 1.8, Find the probability that this computer will function a
month (i) without a breakdown (ii) with only one breakdown (iii) with at least one
breakdown .
5. If X is a Poisson variate such that p(x = 1) = 130 andp(x = 2) = g ,
find p(x = 0) and p(x = 3).

6. If X is a Poisson variate suchthat P (X =2) =9P(X =4) + (X &6) findthe

mean and variance.
I11-  Geometric distribution

1. The moment generating function of a Geometric distri nd mean and
variance (i.e) p(x) = ¢~ 1P ,x =1,2,3,

2. State and prove the memory less property o distribution.

3. Suppose that a trainee soldier shoots a t ina i nt fashion. If the probability

that it would be destroyed
5. If the probability th

e at a specified bus stop at 15-min intervals starting at 7 a.m that is 7a.m
amyy.30am,.....etc. If a passenger arrives at the bus stop at a random time which is
distributed between 7am and 7.30 am.Find the probability that he waits (i) less
than 5 min (ii) atleast 12 min for bus.
3. Subway trains on a certain run every half an hour between mid-night and six in the
morning. What is the probability that a man entering the station at a random time during
this period will have to wait at least 20-minutes.

Problems on Discrete random variables:-
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1. If the probability mass function of a random variable X is given by
PIX = x] = kx®,x = 1,234, (i) find the value of K.(ii) P | (5 < X <2) /x > 1]

(i) Mean and variance.
2. A random variable X has the following probability function
X=x; 0 |1 |2 3 |4 5 6 7
P(X=x;) |0 |K |2k |2k |3k k? 2k? 7k* +k

(i) Find the value of K (i) P(X < 6) (iii)P(X = 6) (iv) P(1 < x &5)

SECOND HALF (All are 8- miarks)

(B) Continuous DISTRIBUTION:-

I- Exponential distribution

person speaks over phone follows exponential distribution
6. What is the probability that the person will take for
(1) more tha®8-minutes (ii) between 4 and 8 minutes.

Il1- Gamma distribution

1. The moment generating function of a exponential distribution and find mean and
variance.
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2. In a certain city the daily consumption of electric power in million of kilowalt hours can
be treated as a random variable having an Erlang distribution with parameters (% 3). If

the power plant of this city has a daily capacity of 12 millions kilowalt hours, what is the
probability that this power supply will be inadequate on any given day?

3. Suppose that telephone calls arriving at a particular switchboard follow a poison process
with an average of 5 calls coming per minute. What is the probability that up to a minute
will unit-2 calls have come into the switchboard?

I11- Normal distribution

1. The moment generating functions of a normal distribution a

2. Ina normal distribution 31% of the items are under 45 an
mean and variance.

3. Inadistribution exactly normal 75 of the items arender 3
What are the mean and S.D of the distribution.

4. The peak temperature T, as measured in degrees it on a particularday is the
Gaussian (85,10) random variables. Wh P(F > 100) /P(T <60), P(70<T <
100).

5. An electrical firm manufactures li
normally distributed with mean equa
the (i) the probability that
between 778 and 834 hrs:

are under 63.

at hawve a life before burn out that is
nd a standard deviation of 40 hrs. Find
834 hrs. (ii) the probability that bulbs burns

ms on cAntinuous random variables:-
Inuous random variable X that can assume any value between X=2 and X=5 has
ensitﬁunction given by f(x) = k(1 + x). Find P(X < 4).

k
inuods random variable X has pdf f(x) = {m —O< X< ®©

0 ,otherwise
Find\(i)the value of K. (ii) P(X > 0) (iii) distribution function of X.
c[4x —2x%],0 < x < 2

3. If X is a continuous R.V’s whose pdfis given by f(x) 0 ,otherwise
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x, 0<x<1
4. The probability distribution function ofa R.V’sis f(x) =42 —x ,1 <x < 2

0 , X > 2
Find the cumulative distribution function.

5. The density function of a R.V’s X is given by (x) = Kx(2 —x),0 < x < 2.
Find the mean and variance.

6. The c.dfofaRV'sXisF(x)=1—(1+x),x=>0.

Find the p.d.f of ean and
variance.
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UNIT-2 TWO-DIMENSIONAL RANDOM R
PART - A
(PPF)

1. If two random variables X and Y have probability density func
f(x,y) =ke ®* for x ,y >0,evaluate k.

Define jomt probablllty dlstrlbutlon of two random ariables X and Y and state its properties.

0.< y <1,y <1to be a density function,find the

3
PAff(xy) =12+ 0<x<L0<y <l pingp(x
0, otherwise

-efficient r(X,Y) between that has magnitude one.

+3 , find the cov(X,Y).

o dimensional random variable. Define covariance of (X,Y). If X and Y are
endent , what will be the covariance of (X,Y).

12. Prove at Cov(aX+bY)=abCov(X,Y).

13. e angle between the two lines of regression.

14.The'regression equations of X on Y and Y on X are respectively 5x —y =22 and 64x -45y =24.
Find the means of X and Y.

15.The tamgent of the angle between the lines of regression Y on X and X on Y is 0.6 and

1 . . . .
0 =50y - Find the correlation coefficient.

16.Distinguish between correlation and regression.
17.State the central limit theorem for independenc and identically distributed random variables.
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18.1. The two regression equations of two random variables X and Y are 4x — 5y +33 =0 and
20x — 9y = 107. find mean values of X and Y.

19.The angle between the two lines of regression

20.1f X and y are independent random variables with variance 2 and 3, then find the variance
of 3x + 4y.

21.The lines of regression in a bivariate distribution are x + 9y = 7 and y + 4x
find the coefficient of correlation.

22.1f the joint P.d.f of (x,y)is f(x,y) = { D=xy=<?2 Find P[
0 ,otherwise
23. If two random variable X and Y have P.d.f f(x,y) = Ke=(**y

rx,y =
Find the value of K.

24.Find K if the joint p.d.f of a bivariate random varia

by fGy) = K0 000 (9 2

,otherwis

25.8. If the joint p.d.f of (x,y)is f(x,y)

Check whether X and Y are
erwise
independent.

26. The joint p.m.f of

imensional
P(x,y) = K(2x +

random variable (x,y) is given by

1, 2, where K is a constant. Find the value of K
PART — B

FIRST HALFEF (All are 8- marks)

I- Pr
e joint

ms on @iscrete random variable

of two random variables X and Y is given by

) = {k(Zx ty)x= Lzy=1z2 , where K is a constant.
0 ,otherwise

(1) Find the K. (ii) Find the marginal PMF of X and Y.

2. The joint probability mass function of (x,y) is given by P(x,y) = = (2x + 3y)

x =0,1,2 and y = 1,2,3. Find all the marginal and conditional probability distribution
of Xand.

3. The joint probability mass function of (x,y) is given by P(x,y) = K(2x + 3y)
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x =0,1,2;y = 1,2,3. (i) Find all the marginal and conditional probability distribution.
Also find the probability distribution of (x + y) and P[x + y > 3]
4. The joint distribution of X and Y is given by f(x,y) = x2+_1y ,x=1,2,3;y =1,2. Find

the marginal distribution. Also find E[xy].
5. Three balls are drawn at random without replacement from box containing 2- white

, 3-red, 4-black balls. If X denote the no.of white balls and Y denote the no.of red balls

drawn.Find the joint probability distribution of (X,Y)

I1-  Problems on continuous random variable
1. The joint PDF of (x,y) is f(x,y) = e~ ®*¥) x,y > 0. Are X
2. If the joint probability distribution function of a two dim

. 1-e1-¢Y), x>0,y
= h
(x,y) is given by f(x,y) { 0 otherwise ind the
marginal densities of X and Y. Are X and Y in NP1 <x<3,1<

y < 2].
3. Given the joint density function of
{%xe‘y;0<x<2,y>0 |
0 ,elsewhere
4, The joint PDF of the r

flx,y) =k xy e”&*+y*)

5.
S(6-x—-y)
ey
(i) Plx
6. Suppose robability density function is given by

2)0<x<1,0<y<1
® 0 ,elsewhere
ence find P [1< y <1]

4 = -2

. Obtain the marginal P.d.f of

nfxy(x,y) =cx(x—y),0<x<2;,—x<y<x,
X

iyEvaluate C (ii) Find f,(x) and £, (y) (iii) fx (;)

11- Problems on correlation and covariance
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1. The joint PDF of a random variable (x,y) is f(x,y) = 25e¢7%Y,0 < x < 0.2,y > 0. Find
the covariance of x and Y.
2. Two random variables X and Y have the following joint p.d.f

2—-x—y;0<x<1,0<y<1

flx,y) = { 0 elsewhere . (i) Find the var(x)and var (y)

(i) The covariance between x and y. Also find p,.,.

3. If X and Y be discrete R.V’s with p.d.f f(x,y) = =2, x = 1,2,3;
(i) Find the mean and variance of X and Y, (ii) cov(x, y) (iii) r(x,

_(x+y; 0<x<1,0<y<1 .
fley) = { 0 ,elsewhere !
between X and y. (ii) Check whether X

5. Find the coefficient of correlation
X: 65 66 67

Y :

6. Find the coefficient
using the following data.
Produgtion (x):

SECOND HALF (All are 8- marks)

I- Problems on regression line

1.  Two random variables X and Y are related as y = 4x + 9. find the correlation
coefficient between X and Y.
2. The two lines of regression are 8x — 10y + 66; 40x — 18y — 214 = 0. The
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variance of X is 9. Find the mean values of X and Y. Also find the coefficient of
correlation between the variables X and Y and find the variance of .

3. The two lines of regression are 8x — 10y + 66 and 40x — 18y — 214 = 0.
Find the mean values of X and Y. Also find the coefficient of correlation
between the variables X and Y.

4. The regression equations are 3x + 2y = 26 and 6x + y = 31. Find the

correlation coefficient between x and y.

5. The equation of two regression lines are 3x + 12y = 19 and 3x + 9y

Find X ,y and the correlation coefficient between x and y.

I1- Transformation of random variables

1. If X and Y are independent random variables with ;e Y, y=>0
respectively. Find the density function of U =
Are U &V independent.
2. The joint P.d.fof X and Y is given by A5 x>0,y > 0.
Find the probability density,
3. If XandY are indep ialdistributions with parameter 1 then find the P.d.f

of U=X-Y.
4. Let(X,y) beat
2),x >0,y=0

,elsewhere
ensity of U #/x? + y?
a two%imensional RV (xy)isgivenby f(x,y) =x+y,0< (x,y) < 1.

= XY.

density f(x,y) =
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UNIT-3 RANDOM PROCESSES:%

PART - A

1. Define Sine-Wave Process.

2. State the four types of stochastic processes.

3. Prove that a first order stationary has a constant mgan.

4. Define a stationary process (or)strictly stati ict sense stationary process.
5. Consider the random process X (t) = cos here @istuniformly distributed in the

7. Consider the Markov chai ' 0o is it irreducible? If not find  the

9. State Chapman-
10. What is a Markov

0 1

flity matrix of a Markov chain is { } , find the limiting
% 7

of the chain.

at the difference of two independent poisson processes is not a poisson process.

14. If patiepts arrive at a clinic according to poisson process with mean rate of 2 per minute. Find

ability that during a 1-minute interval , no patients arrives.

15. The'probability that a person is suffering from cancer is 0.001. Find the probability that out of
4000 persons (a) Exactly 4 suffer because of cancer, (b) more than 3 persons will suffer from
the disease.

16. Define Stationary process.

17. Define Strictly stationary processes [sss]

18. Define Wide sense stationary processes [wss]
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19. Define Ergodic random process.

20.What is meant by one-step transition probability?

21.What is random process? When do you say random process is a random variable?
22.Define Auto correlation.

23. Define power spectrum density.

24. State any two properties of cross correlation function.

25. State any two properties of an auto correlation function

26. State any two properties of cross power spectrum density

PART — B

FIRST HALF (All are rks)

To find the wide sense stationary précess

3. Show that the process x(t) t + Bsin At is wide sense stationary, where A
and B are random '

(or)
If x(t) = Aco ] »t > 0 is a random process where A and B are
independent N ( om variables examine the stationary of x(t).

Bsin wt, y(t) = Bco s wt — Asin wt,where A and B are random
nd w is a constant. If E(A) = E(B) = 0,E(A4%) = E(B?) and E(AB) =

=ycost+zsint,Vtwhereyand z are independent binary random
variables, each of which assumes the values -1 and 2 with probabilities % and %

respectively. Prove that {x(t)} is wide sense stationary.
6. Show that the random process x(t) = Acost+ B sint,—o <t <o isa WSS
process, where A and B are independent random variables each of which has -2 with

probability § and a value 1 with probability %
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7. The process {x(t)} whose probability distribution under certain condition is given by

(at)n—l
Gregmi =123, o _
P{x(t) =n} ={¢( ut Show that it is not stationary.
,n=20
1+at

8. Let the random process be x(t) = cos(t + ¢) where ¢ is a random variable with
density function f(¢) = % ,—% << % check whether the process is stationary or

not.
9. Examine whether the Poisson process {x(t)} given by the probability (D)} =
e_’lt(/lt)n

— N =012, ... IS not stationary.

II- Random telegraph process

1. Show that the random telegraph signal process i§ WSS

2. Show that the semi-random telegraph signal&

(i.e) it is not a SSS and it is not a WSS pfocess.

3. The auto correlation function of the r. graph signal process is given by
Repy = a?e~2Alt Determine the ity spectrum of the random
telegraph signal.

4. Prove that a random teleg

when « is a random variable

-1 and 1 with equal ili

utionary

y(t) = a x(t) is a WSS process,
independent of x(t), assume the values

1. Anengineéranalyzing a series of digital signals generated by a testing system observes
ly 1 out of 15 highly distorted signals followed a highly distorted signal with no
izable signal, whereas 20 out of 23 recognizable signals follow recognizable
sighals with no highly distorted signals between. Given that only highly distorted
signals are not recognizable. Find the fraction of signals that are highly distorted.

2. A salesman’s territory consists of three cities A,B and C, He never sells in the
same city on successive days. If he sells in A, then the next day he sells in the
city B. however, if he sells in either B or C, then the next day he twice as likely
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to sell in city A as in the other city. In the long run, how often does he sell in
each of the cities.

(b) To find the probability distribution based on the initial distribution

1. The initial process of the Markov chain transition probability matrix is given by P =

0.2 03 05
0.1 0.2 0.7 with initial probability P, = 0.4,P,(» = 0.3,P,(¥ =
0.6 03 0.1

Find P, p,® p, @,

2. A man either drives a car or catches a train to go to office e

0.1 05 04
1,2and3isP = (0.6 0.2 0.2 0.7 02 0.1]
0.3 04 03

Find (i) P(X, =3) (i) P

o

4. The tpm of a Mar and the initial

1
|
|
|
|

BIWN RS R

L i

state distribution o iSP(Xo=1)=1/3,i=012. Find (i) P(X, = 2)

(”l) [X3 = 1,X2 = Z,Xl = l,XO = 2]
®
The tp a Markov chain {X,,,n > 0} have three states 0,1,2
i 0.3 0.5
0.6 0.3| with initial probability P©@ =[0.5 0.3 0.2]
0.3 0.3
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UNIT-4 CORRELATION AND SPECTRAL S

PART - A

1. Define autocorrelation function and prove that for a WSS proces O} Ry (-7) =Ry (7).
. Stat any two properties of an auto correlation function.

3. Ry, (r)is an even function of r.
M}. givenBy S, (@) = mla <l bing
0, elsewhere

N

4. The power spectral density of a random proces

its autocorrelation function.
9

7
T

5. Find the variance of the stationary pr whosg@’ACF is given by R(z) =16+ o

6. If the autocorrelation function find the mean and

. 4
0Cess is Rxx(r)=36+1+3rz,

variance of the process.

. Define Cross-correlatio ny two of the properties.

b .
S process is given by S(w) = g(a‘|W|)’|W| =2 Find the

0w >a

Cross power spectrum.
ne the cross-correlation function corresponding to the cross-power density spectrum

whether the following are valid autocorrelation function. (a) 2sin zz(b)

1+47°

16. If R(z) =e ™ is the autocorrelation function of a random process X(t), obtain the spectral
density of X(t).

17. State any two properties of cross correlation function.

18. State any two properties of an auto correlation function
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19. State any two properties of cross power spectrum density.

1
1+4712
9
1+612

20. Check whether the following are valid auto correlation function R, (t) =

21.Find the mean and variance of a stationary process whose R, (1) = 16 +

2
22.Check whether S, (w) = 29°4% _ can represent a valid power spectral density.
8

w*+3w?+4
23. The power spectral density of a random process {x(t)} is

T, |w| <1

24.given by S, (w) = { Find its auto correlation.

0, elsewhere
25. Find the mean square value of the random process, whose auto corre@ur.
26. Find the power spectral density of the random process {x(t)}
-1,-3< 7| <3

0, elsewhere

27.Whose auto correlationis R(7) = {

elation of the random binary transmission is given by

{1 U
= T

0 | >T
5. Consider the Ergodic random process whose auto correlation is

. Find the power spectrum.

(1=t |zl =T .. . .
R, (1) = {0 ST Find its spectral density.
6. Find the power spectral density of a WSS process with auto correlation function is
—a272
Rxx(T) =€ 2
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7. Find the power spectral density of a WSS process with auto correlation function is
R, (1) =e % a>0.

8. Ify(t) =X({t+a)—

X(t — a), prove that R, () = 2R, (1) — Ry, (T + 2a) —
Rxx(T -

2a). Hence prove that S, (w) = 4sin®(aw). Syy(w)

II-  Calculation of auto correlation given the power spectral density

If the power spectral density of a WSS process is given by
2(a— o, lol <a
Sex (W) = {a ' B

0 Jw| > a

. Find the auto correlatio

3. Given the power spectral density s, (w) =

value of the process.

4. Find the mean square value of the pro

1
sex(0) = S

w ower spectral density is given below

F (All are 8- marks)

ation given Cross power spectral density function
1 3

 + jbw, o] < . Find the cross correlation function.
0 ,elsewhere

2. orrelation of the 2-processes x(t) and y(t) whose cross-power
iqw
Ctrum is given by sy (w) = {P +——B<|w<B
0 ,elsewhere
3.

The cross-power spectrum of real random processes x(t) and y(t) is

given by sy, (w) = {a + ool < . Find the cross- correlation.
0, elsewhere
4. Determine the cross correlation function corresponding to the cross-power density

spectrum S, (w) = ﬁ , Where a > 0 is a constant.
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IV- To find the Cross correlation

1. Two random processes {X(t)} and {Y (t)} are given by (t) = A cos(wt + 0) , y(t) =
A sin(wt + 8) where A and B are constants and 6 is a uniform random variab
0 to 2m. Find the cross correlation function.

2. 1fX(t) = 3 cos(wt + 0) and y(t) = 2 sin(wt + 6 — g) are two random phecesses
6 is a random variable with uniformly distributed in (0, 2m).
Prove that /Ry (0). Ry (0) = |Ry, (7)| |

3. If x(t) and y(t) are two random processes then |ny (D] < (0). R4, (0) where
R.x(7) and R,,,,(7) are their respective auto correlag6mfunction.

ere

V- To find the mean and variance \

1. The auto correlation function for a stati oces$§ X(t) is given by
R (t) = 9 4 2”17l Find the mean o ariables y = fozx(t)dt
and variance of X(t)
2. The random process X(t) is‘st&tionawith E[x(t)] = 1 and R, (7) = 1+ e~2I*! Find
the mean and varianc

=zl

4+ e10 . Find th iance of y = folx(t)dt.
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ST.ANNE’S

COLLEGE OF ENGINEERING AND TECHNOLOGY

(An 1SO 9001:2015 Certified Institution)
Anguchettypalayam, Panruti — 607106. ikl

QUESTION BANK
PERIOD: DEC-18 - MAR-19 BATCH: 2017, — 2021
BRANCH: ECE YEAR/SEM: 11/04
SUB CODE/NAME: MA8451 — PROBABILITY AND RANDOM PROCESSES

UNIT-5 LINEAR SYSTEMS WITH RANDO

PART - A

Describe a linear system.

Define a system. When is it called linear system?
State the properties of a linear filter. \
Describe a linear system with an random in

Give an example for a linear system.
Define Time invariance.
State Causality.

State stable.

9. Define White Noise (or) Gaussian
10. Define Thermal Noise.
11. Define Band-Limited
12. Define Filters.

13. Find the auto corrglation function of Gaussian white Noise.

NGO~ wdE

0 1

the following matrix is stochastic ? A = [1 1] IS it a regular matrix.
2 2

hether the system is time variant y(t) = x(t) cos wt.

19. Checlgwhether the system is linear y(t) = 2 x(t).
20. Define random telegraph process.
21. Define semi-random telegraph signal process.
22. Prove that random telegraph process {y(t)} is a WSS.

23. State any two properties of a Poisson process.
24. Define Poisson process.
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PART — B

FIRST HALFE (All are 8- marks)

I-  Linear system and time invariant
1. Examine whether the following system are linear.

(1) y@®) =ax(@) (i) y@©=tx() (i) y@) =

2. Examine whether the following system are time-invaria

(i) y@) =ax(@) )y =tx() (i) y(

3. A WSS process X (t) with R, (t) = Ae~®" wher re real
positive constants is applied to the input of an linear inyariant system
with

h(t) = e Ptu(t) where ‘b’ is a real nt. Find the power
spectrum density of the output of : find the auto correlation
of the output Y (t) of the systep.

4. If X(t) is the input voltage to a Gircul (t) is the output voltage ,then

1
w+2i

5. If X(t) is theynput voltage to a circuit and y(t) is the output voltage ,then

process with u,, = 0 and R, (1) = e~ I7,
R
R+iLw

if the power transfer function is (w) =

(or)
to a time invariant stable linear system is a wide sense stationary

rocess, prove that the output will also be a wide sense stationary process

7. Arrandom X (t) is the input to a linear system whose impulse function is
h(t) = 2e~%,t > 0. The auto correlation function of the process is

R, (1) = e2I"l. Find the power spectral density of the output process y(t).
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8. If the output of the input X (t) is defined as y(t) = % ) tT_TX (s)ds, prove that
X(t) and y(t) are related by means of convolution integral. Find the unit
impulse response of the system.

~, 0<t<T

9. A circuit has an impulse response given by h(t) = {
0 ,elsewher;

Evaluate, S, (w) in terms of Sy, (w).
10. A system has an impulse response h(t) = e~ PtU(¢t), firl theYpower
spectral density of the output Y (t) corresponding to the i (1).

SECOND HALFE (All are 8- marks)

I1- Auto correlation and cross correlation fu of inpu d output.

1. Assume a random process X (t) is gi e&s toja system with transfer
Hw) =1 for —wy, < w < wy.f the,auto congefation function of the input

process is % é(t). Find the ation function of the output process.

2. Consider the white Gaussi ' ro Mean and power spectral density %
1
1+2mjfRc

applied to a low pass ' here transfer function is (f) =

1. If théinput X(t) apd its y(t) are related by y(t) = f_oooo h(u)x(t — u)du, then

Isa Rnear time invariant.

SS process and if y(t) = [~ h(wx(t — w)du, then

y(7) = R,y (1) * h(—7), where * denotes the convolution.

3. Ifthe X(t) isa WSS process and if y(t) = f_oooo h(u)x(t — u)du, then
Sxy(w) = Sxx(w) * H(w)

4. Show that S, (w) = |H(w)|*Syx(w), where S, (w) and S, (w) are the

power spectral density function of the input X(t) and the output Y (¢) and
H(w) is the system transfer function.
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